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Abstract

Load balancing in cloud computing is an important management and scheduling issue; because, in cloud computing environment, each user may face with hundreds of virtual resources for running each task. Thus, selecting the best resource for performing the task is one of the most important challenges. Various load balancing algorithms have been proposed to respond these problems; of course, some of these algorithms have some weak points besides their strong points. In this paper, a smart method is presented for load balancing. Previous load balancing methods were based on software and relative to time, and optimization was performed locally. In the proposed method, global optimization is done along the time. In the proposed system, load balancing is based on hardware and computation of load balancing is done at two levels of the whole system and the virtual machine or server. The proposed method leads to a better use of the resources.
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1. Introduction

By rapid development of the processing and storage technologies and the success of internet, the computer resources became cheaper, more powerful, and more accessible than before. This technological trend has enabled a new realization of computing model called cloud computing, in which the resources (e.g., CPU and storage devices) are provided as services that can be rented and released by the users via the Internet in a demand-based fashion. In a cloud computing environment, the traditional role of the service provider is divided into two parts:

1. Providers of the infrastructures who manage the cloud operating system and rent the resources based on the usage-based pricing model.
2. Providers of the services who rent the resources from one or many infrastructure providers to serve the end users [12].

Generally, cloud computing includes a number of distributed servers of providing the services to the customers based on the requests in a scalable and reliable network. The load balancing problem in cloud computing is a new challenge, which always needs a distributed solution. Since, in practice, it is not always possible and cost-effective to keep one or more service providers as idle in order to respond to the needed requests, thus the tasks cannot be assigned (allocated) to the appropriate server. Load balancing refers to the procedure of reallocating the total load to the unique nodes of a collective system in order to effectively utilize the resources, improve the response time, and simultaneously eliminates a status in which some of the nodes are overloaded while some others are less loaded. The load balancing algorithms are categorized as the static and dynamic algorithms. Static algorithms are mostly suitable for homogeneous and stable environments and can yields very desirable
results in such environments; however, they are usually inflexible and unable to adapt themselves with the dynamic changes of the features during runtime. On the other hand, dynamic algorithms are more flexible and take into account a variety of features in the system in both modes, i.e. before and during runtime [8]. Load balancing is a process which improves the system's performance by reallocating the load among the processors [2]; therefore, load balancing in cloud and performance of the system is one of the most important challenges of the experts and researchers who have attempted in their researches to investigate the resources and problems (troubles) occurring in running (executing) the applications and the problem of scheduling the system's performance as well. Responding to the requests and managing and scheduling such that it yields the best possible response in the shortest time requires readiness, scheduling, and management of the failures. In addition, many of the research findings including genetic algorithm, ant colony, artificial intelligence, etc. are used to solve the problem of load balancing. In this paper, it is attempted to design a smart system for managers of the system, which can provide suggestions for changing the system's configuration so that they can optimize the system and improve the load balancing through applying these changes.

2. Load balancing in cloud computing

The problem of load balancing in cloud computing is a new challenge. Always a distributed solution is required. Since, in practice, it is not always possible and cost-effective to keep one or more service providers as idle in order to respond to the needed requests, the tasks cannot be assigned (allocated) to the appropriate server and effective load balancing separately for customers in the cloud structure is very complicated and the components are present across a wide zone (region). Load balancing includes the procedure of reallocating the total load to the unique nodes of a collective system in order to effectively utilize the resources, improve the response time, and simultaneously remove a stats in which some of the nodes are overloaded while some others are less loaded [7]. The load balancing algorithms are categorized as the static and dynamic algorithms. The static algorithms are mainly suitable for homogeneous and stable environments and can yield very good results in such environments; however, they are usually inflexible and unable to adapt themselves with dynamic changes of the features during runtime. On the other hand, the dynamic algorithms are more flexible and bring into consideration a variety of feature-relevant tasks in the system in both modes, i.e. before and during runtime [8]. Load balancing is a process that improves the system's performance by reallocation of the load among the processors [7].

3. Related works

The study [3], in addition to focusing on load balancing and maximizing the use of cloud resources and appropriately responding to the requests, deals with the problems of similar requests as well. This article proposed a two-way method for fast loading of the files as dynamic load balancing in the cloud, called DDFTP (dual-direction FTP), so that if two similar versions of a file are present in two service providers, it will be divided and shared using the FTP protocol (File Transfer Protocol) and then the shared packages are controlled using the TCP protocol (Transmission Control Protocol). In this method, the service providers process the divided parts and, at the end, provide the requester with a general response.

In another article, a task scheduler algorithm based on the priorities in cloud computing was proposed [7]. The main objective of implementing the load balancing in this algorithm includes scheduling the task, achieving highly-efficient computing, and achieving the best throughput of the system. This algorithm is consisted of three levels of priority including scheduling level (target level), resource level (feature level), and task level (replacement level). For each requested task, a resource with priority is determined. Priority of each task relative to another task is examined separately. To investigate the tasks and allocate the resources, a task scheduling algorithm based on the priority in cloud computing was proposed so that, in the first step, all of the resources and tasks are inserted. Then, a comparison matrix compatible to all of the tasks is created according to the priority of access.
to the resources and, finally, the priority vector is calculated for all the matrices according to a series of formula.

Another article investigated the load balancing and providing quick QOS service to the requests. This algorithm is consisted of five parts. The first part includes the cloud customers who are the end user receiving the services from the cloud. They demand a different type of services that is faster since each task has its own specific priority. The second part is divided into two categories, namely the pre-processing and separator tasks:

1. Pre-processing determines the ratios of different tasks based on the time cost.
2. Separator classifies the tasks depending on the type of the task and provides them for the scheduler.

The third part is consisted of the central and output data, which is a main component of providing the service for the users. It includes the storage resources, service providers, storage units, etc.; further, it is the main processing unit and is considered as a computational resource in this paper. Each processing unit takes the task from the relevant distributor queue and schedules it using the scheduler. In the fourth part, the manager of the central data collects the efficiency of the processing unit to specify that how many instructions have been performed by which machine at what length of time to determine its time cost. In the fifth part, which is the task scheduler, following the user’s request, the information is received from the pre-processing and central data manager units in order to determine which processing unit can do the task at lower time cost and, eventually, the task is sent to an appropriate processor [1].

As well as maintaining the load balance, the main objective of this article is to use the full power of the cloud for providing a better and faster response for the requester. The clouds are classified into various types among which the present paper is focused on public clouds [6].

1- Nodes are distributed in a three-level structure in which the task is distributed among the nodes.
2- This method combines the opportunistic load balancing (OLB) method, to maintain each of the busy nodes, and the load balance Min-Min (LBMM), to achieve the minimum time for performing each task. The criteria considered in this study include efficiency and resource utilization [13].

In [10], a comparative study on load balancing algorithms for cloud computing was presented. This article considers three practical methods for load balancing in the large-scale cloud systems. Firstly, a nature-inspired algorithm might be used for self-organizing and achieving the global load balancing through applying the local server. Secondly, self-organization can provide the load balancing in all the nodes of the system based on random sampling from the system’s range (domain). And thirdly, the system can be restructured to optimize the allocation of tasks in servers. Recently, several network models and nature-inspired computations have attracted the attention of many researchers toward a search for distributed methods to address the increasing scale and complexity of these systems.

This article [4] also proposes a load balancing model based on the tree view of a network. This load balancing strategy has two main objectives: (a) reducing the average response time of the tasks sent to the grid, and (b) reducing the communication costs in transferring the tasks. This strategy focuses on three layers of the algorithm (intra-site, intra-cluster and intra-grid).

4. Cloud load balancing criteria (measures)

Various parameters are taken into account in cloud load balancing techniques [11]. Figure (1) shows different types of load balancing.
Relevant overhead: when a load balance algorithm is executed, it determines value of the involved overhead, including the overhead specified for improving the tasks, relationships between processors, and processes. This value should be minimized in order for the load balancing technique to work efficiently.

Operational power: is used for calculating the terminated tasks. This value should be high for improving the systems’ efficiency.

Efficiency: is used for controlling the system’s productivity. This criterion should improve the reasonable expenses. For example, it should reduce the task time (duration) while keeping the delays at an acceptable level.

Exploitation of resources: is used for controlling exploitation of the resources. This value should be optimized for an efficient load balancing.

Scalability: is the ability of an algorithm to execute load balancing for a system with infinite number of nodes. This criterion should be improved.

Response time: is the time considered for responding that has been distributed in the system by a specific load balancing algorithm. This parameter should be minimized.

Error tolerance: is the ability of an algorithm to monotonously execute load balancing in case of connection failure. Load balancing should be a good error tolerance technique.

Migration time: is the time of migration of tasks or resources from one node to another. This time must be minimized in order to increase the system’s efficiency.
5. Load balancing proposed for cloud computing

In cloud computing, whenever a virtual machine (VM) is loaded with several (multiple) tasks, these tasks should be eliminated and sent to less loaded VMs in the same data center. In this case, when we eliminate more than one task from the overloaded VM and if more than one VM exists for processing that task, then the tasks must be sent to the VMs which have an appropriate combination of priorities, meaning that the tasks should not wait too long for processing. In the VM level, load balancing is done inside the data center.

Previous implementations of load balancing have been done in software mode and as local optimization. In the proposed method, load balancing for cloud computing is done in hardware mode and as global optimization. As stated earlier, in previous methods, load balancing was done in software mode at the server level. In the proposed system, load balancing is performed at two levels:

1. Whole system level [9].
2. Virtual machine or server level [5].

At both levels, load balancing is calculated so that if there is no load balancing at any level of the system, the server or the whole system which is less loaded is transferred to an overloaded place in hardware mode. In the proposed system, regardless of the scheduling algorithms, the changes applied on the system lead to the load balancing; therefore, the proposed algorithm for load balancing works well on the VMs in the cloud computing environment.

5.1 Calculation of load balancing in the whole system

Capacity of a VM (All formulas of this section has been used from reference [9]).

\[ C_j = P_{enumj} \times P_{emipsj} + V_{Mbwj} \]  

where \( P_{enumj} \) is the number of processors in a \( VM_j \), \( P_{emipsj} \) is million instructions per second of all the processors in \( VM_j \), and \( V_{Mbwj} \) is the ability of the \( VM_j \) communication bandwidth.

Capacity of All the VMs

\[ C = \sum_{j=1}^{m} C_j \]  

Capacity of the data center is the total capacity of all the virtual machines.

Load in a VM

The total length of the tasks allocated to a virtual machine is called load.

\[ L_{VM_{j,t}} = \frac{N(t,t)}{S(VM_{j,t})} \]  

The load of a virtual machine can be calculated as the number of the tasks at the time \( t \) in the service queue of \( VM_j \) divided by the service rate of \( VM_j \) at the time \( t \). The load of all the virtual machines in a data center is calculated as follows:

\[ L = \sum_{j=1}^{m} L_{VM_{j}} \]  

Time of processing a virtual machine

\[ PT_i = \frac{L_{VM_{j}}}{C_j} \]
Time of processing all the virtual machines

\[ PT = \frac{L}{C} \]  
(6)

Load standard deviation

\[ \sigma = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (PT_i - PT)^2} \]  
(7)

After finding the workload and the standard deviation, the system must decide whether load balancing should be performed or not. For this purpose, there are two possible states: (1) Finding out whether the system is balanced (2) Find out whether the whole system is saturated or not (whether the whole group is overloaded or not). If it is overloaded, load balancing is meaningless.

Finding the state of the virtual machines group

If the standard deviation of the VM load (\( \sigma \)) is less than or equal to the threshold set of the conditions (\( Ts [1-0] \)), then the system is balanced, otherwise it is in an unstable state.

Finding overloaded groups

When the workload of the virtual machine group exceeds the maximum capacity of the group, then the group is overloaded.

5.2 Calculation of load balancing at server level

The load balancing method presented in this study is a dynamic method, which not only balances the load at the whole system level and the server level, but it also considers the task priority in the machines' waiting queue. (All formulas of this section have been used from reference [5]).

Calculation of load imbalance function

The sum of the loads of all the virtual machines can be defined as follows:

\[ L = \sum_{i=1}^{K} L_i \]  
(8)

Where \( i \) represents the number of the VMs (Virtual Machines) in a data center. The unit capacity of each load is defined as follows:

\[ LPC = \frac{L}{\sum_{i=1}^{m} C_i} \]  
(9)

where \( C_i \) is the node's capacity. The load imbalance function of a particular VM is as follows:

Threshold \( T_i = LPC * C_i \)  
(10)

\[
\begin{align*}
\text{If VM} & \quad \begin{cases} 
< |T_i - \sum_{v=1}^{K} L_v|, & \text{Underloaded} \\
> |T_i - \sum_{v=1}^{K} T_v|, & \text{Overloaded} \\
= |T_i - \sum_{i=1}^{T} T_i|, & \text{Balanced}
\end{cases}
\end{align*}
\]  
(11)

Switching (transferring) the load from the overloaded VM to the less loaded VM can yield a better load balancing in the system; further, in the detected less loaded VM in which the sum of the loads of the VMs is below the threshold value, transferring the load from the overloaded VM
to the less loaded VM is continued until their load reaches below the threshold value. The less loaded VM can accept the load when it does not exceed the threshold level.

6. Results and evaluation of the proposed method

A cloud computing system must handle various obstacles such as the network's flow, load balance in virtual machines, scalability, trust management, and other instances. Generally, research on cloud computing focuses on these problems based on their different importance. Clouds provide a set of services (software and hardware) in an unprecedented scale. Cloud services are responsible for handling the demand diversity in time through dynamic supplying or not supplying from the clouds.

After all, we cannot directly use the cloud computing system. Testing the new techniques or strategies in actual real operation of cloud computing is not practically possible, since these tests and experiments endanger the quality of the service required by the end-users such as security, cost, and speed. In this section, the performance of the proposed algorithm is analyzed based on the results of the simulation performed using C# software; further, the balance of migration between the virtual machines is studied at the end. To implement the proposed method, NASA's data set for two months of August and July 1995 has been used. To make a better assessment of the proposed method, in Figure (2), a part of the system with three data center has been considered, in each of the data centers there are three servers or virtual machines.

![System Based on Cloud Computing](image)

Figure 2: System Based on Cloud Computing

To implement the proposed method, the number of data centers, and number of each virtual machine (or server) in data centers, server memory, bandwidth, and server capacity were considered; for example, for the data center (1) with three servers, the above-mentioned parameters are presented in Table (1).

<table>
<thead>
<tr>
<th>DataCenterID</th>
<th>VM_ID</th>
<th>CPU_Count</th>
<th>CPU_MIPS</th>
<th>Memory</th>
<th>BandWidth</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4000</td>
<td>4000</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1000</td>
<td>4000</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2000</td>
<td>4000</td>
<td>50</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure (2) shows a part of the system based on cloud computations (computing). To implement the method, numerous servers were considered; so that, after applying the proposed method, the system’s load balancing was investigated at different times.

Figure (3) shows the number of the servers which are balanced, overloaded, or less loaded at different times.

Figure (4) shows the value of load balancing before switching in the system. These values are related to the initial architecture of the system. As seen in Figure (4), in the first step of load balancing implementation in the system, as seen in Figure 4, the balance value is 99 million (server per second). This value has been obtained before the inter-server switching from a data center occurs.
Figure 5: Results for load balancing in proposed system for initial architecture of system

Figure 6: Values obtained in early steps of implementation

Figure 5 shows the number of servers that are balanced, overloaded, or less loaded at different times. In the first step, after occurrence of the inter-server switching from the data center and modification of the whole system, the load balancing at the server and the whole system levels is recalculated. The obtained values are presented in Figure (6). As seen in Figure (6), the balance value in the early steps is 99 million (server per second) which reaches to 105 million (server per second) in the second step, as a result of which a better load balancing is achieved in the system.

Figure 7: Results for load balancing in proposed system for initial architecture of system
Figure (7) shows the number of the servers that are balanced, overloaded, and less loaded at different times. In the third step, again after the inter-server switching from the data center, calculation of the load balancing is performed at the server level and the whole system level. The obtained values are presented in Figure (8). As seen in Figure (8), the balance value was 105 million in previous steps, which reached to 106 millions (server per second) in the third step. These values show no significant increase; therefore, repetition of the steps is no longer necessary, and the results obtained in the third stage show the best result for load balancing in the system.

Conclusion

In this article, a smart load balancing algorithm was proposed, the objective of which is to achieve the load balancing in the global optimization and to achieve the maximum power. The proposed method calculates the load balance at two levels; namely, the server level and the whole system level. So, if there is no load balancing between each component, switching between the virtual machines is done in hardware mode. In the proposed system, regardless of the scheduling algorithms, the changes applied on the system led to the load balancing. The empirical (experimental) results show that our proposed algorithm is significantly effective. Our approach shows that significant considerable improvement occurs in the average runtime and creation of a logical load balance in the system. Thus, in future, we will plan to develop this type of load balancing for the workflow with relevant tasks. This algorithm considers priority as the main parameter of QoS; therefore, in future, we will plan to improve this algorithm by taking other factors of QoS into account.
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