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Abstract

Since 1990, power has been one of the major restrictions in computer systems. Due to lower energy reserves, the importance of saving power is increasingly felt. Today this issue is much more evident in computer science, especially computer programs. Further savings in power is more acceptable in different software aspects because power saving in software aspects is more cost effective than the hardware aspects. Power consumption is a major challenge in programs, thus code optimization algorithms accelerate application's navigation and optimizes reduced power consumption. In the applications, by reducing the consumed power, the processor will have free time and its waste of time is prevented. For example, when a program runs in a CPU with slow clock, it consumes less energy than is the case when it runs with higher clock speed. The purpose of this paper is to reduce power consumption by applications. The power consumption has become a major challenge in computer systems and knowledge and access to parts of the program that have higher power consumption is very important because, by having access to these parts, it is possible to examine their improvement methods. Here, genetic and K-means algorithms are combined and an algorithm is proposed for code optimization that uses the loop interchange optimization technique which can reduce the power consumption by the program. The implementation results indicate the reduced power consumption in implementation of various matrix sizes. Program processing. The purpose of code optimization algorithm is to improve the performance of programs to reduce their power consumption.
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I. INTRODUCTION

In recent decade power consumption has become a major issue for the computer systems [15]. In portable systems such as laptops, mobile devices and so on low power consumption is required. Even in cases where there is no power problem, low power consumption is a requirement for example in the microprocessors that have high-volume operations, problems such as expensive cooling systems are evident. This is issue clear in the computer programs and it is considered as an important feature. Thus, the power consumption plays an important role in computer programs and causes the parts of program with higher power consumption to be assessed more [18]. For example, during running the program in CPU as running the program is longer, CPU is more engaged and more energy is consumed; therefore, the role of power consumption becomes more prominent. Moreover the style of programming can affect power consumption or in the multiplexing technique in which data Fourier transform is done as parallel and simultaneously, the addition and multiplication calculations are
reduced which in turn leads to a huge reduction in power consumption. The aim of optimization is to reduce the size, power and energy consumption in applications [2]. Although the techniques, methods and multiple algorithms have been proposed to reduce the power consumption, it is necessary to use intelligent techniques to find an appropriate approximation solution for computer programs. Using compiler optimization methods significant improvements are obtained in computer programs. To achieve the desired result choosing the appropriate methods is very important.

II. STATEMENT OF THE PROBLEM

In recent years, the main focus was on improving performance and techniques regardless of the power. In conferences and seminars the concept of power was considered as a marginal issue but over time the concept of power consumption became important because of the importance of saving power and energy in computer systems and avoiding wasting power and energy and it was observed in a variety of architectures and computer systems. Today power cannot be ignored in any architecture [15]. Due to the increase in portable systems, power consumption is of particular importance and has become one of the problems of today’s systems, thus reducing it improves system performance greatly. Code optimization is also an important part of computer programs that aims to improve the performance and has many applications in software systems; which is followed by reduced power consumption. This problem is important in computer programs such that in 2011 and 2012 in the USA the power of computers was reduced into 10% [3, 4]. In the late 1990s, power was known as the first order system design constraint by the system designers around the world. Thus, power cannot be ignored [15]. Therefore the methods and ways to reduce power consumption should be reviewed and evaluated. The programs’ code optimization is one of these solutions that should be studied seriously.

III. RESEARCH METHOD

In this paper genetic and K-means algorithms are combined and an algorithm is proposed for code optimization that using loop interchange optimization technique could reduce the power consumed by an application (matrix n * n) in the implementation of various matrix sizes. The reason to choose this program is that the loops are the best option for optimization, because the highest time is spent on the loops [16]. Loop optimization has particular importance in accelerating the implementation of programs because the code usually runs within a loop several times; thus the main goal of this research is to reduce power consumption.

```c
for (x = 1; x < n; x++)
    for (y = 1; y < n; y++)
        a[x][y] = a[x-1][y] + a[x][y-1]
```

A. Genetic

Genetic algorithm is among the evolutionary algorithms that uses the genetic and mutation techniques. This algorithm is part of the developments in computer science introduced by John Holland in 1970 year and it is a search technique in computer science to find approximate solutions in optimization and search problems [12, 10]. This algorithm has a certain role in solving the problems with large search space and estimating solutions with high cost [11]. By close look at the process of evolution, i.e. the process applied by nature to solve its problems, it is possible to reach interesting and applicable achievements.
B. Genetic algorithms process

The steps of genetic algorithm are as follows:

1) Generating the initial population: N chromosomes are randomly created to generate the initial population \( P(0) \). The maximum generation \( (T) \) and generation counter is set as zero \( (t = 0) \), i.e. the solutions to the problem are generated.

2) Population assessment: the fitness value of each chromosome in the population \( P(t) \) is calculated by the fitness function.

3) Reproduction or selection: the operator is applied on the population \( P(t) \). (Selection of new children and putting them in a new population)

4) Crossover: the new children are formed by crossing over their parents.

5) Mutation: It is applied on the population so that the new population \( P(t + 1) \) is produced for the generation \( t + 1 \).

6) Final test: when one of the conditions of closing, such as \( t = T \) is satisfied, the algorithm ends and a sample with the highest value is provided as the optimal solution; otherwise \( t = t + 1 \) and return to the assessment step.

C. K-means algorithm

This algorithm is one of the main data mining algorithms presented by Mc Queen in 1976 year[19]. In this algorithm the data are clustered based on k features mentioned for them. All members within each cluster have the highest similarity with each other and the maximum difference members of other clusters. In this algorithm the number of clusters is already specified and they are used in large data sets and when the number of features is a lot.

D. K-means algorithm process

The steps of K-means algorithm are as follows:

1) First K points are elected as the cluster centers.

2) Data sample is assigned to the cluster the center of which has a minimum distance to each data.

3) After assigning all data to one of the clusters, a new point is calculated as center.

4) The second and third steps are repeated until there is no change in cluster centers [14, 19].

E. The proposed algorithm

The use of evolutionary algorithms in data mining algorithms solves many problems of these algorithms. The algorithm is a combination of genetic and K-means algorithms. The combination of these two algorithms solves the premature convergence of K-means algorithm, resolves the local optimum and obtains global optimum. The goal is run all matrix elements in different sizes that represent the entire program (matrix \( n \times n \)) with minimum power. In this algorithm tasks are assigned to the processors randomly. Then the crowd system was created by these randomly selected solutions and the best solutions are chosen. So there is one objective function that defines the quality of power consumption and thus a number of children are selected to create a new generation and using the cross over, reproduction and mutation operator a new generation is produced. This process is repeated until the best solution (chromosome) is provided in a path. The aim of the proposed algorithm is to minimize power consumption in setting the matrix elements by a nested loop and quality indicator for each chromosome is the completion or lower power consumption to set matrix
elements which is determined by chromosome. To reduce the power consumption, it is necessary to assign inter-connected tasks to a processor.

Fig. 1: Flowchart of the proposed algorithm

F. SL method

Supervised learning is one of the general methods in machine learning. There is a supervisor in this method that knows the best thing to do in any case. In this way, the system tries to transfer a function from the input to output. Supervised learning requires a number of input data for system training and there is a supervisor that provides data to the learner in addition to the training data [16].

VI. IMPLEMENTATION AND THE TESTED SYSTEM

Implementation is done in NetBeans using the Java programming language. The program used in this study evaluates the power consumption in different matrix sizes by loop interchange technique. Test evaluation was carried out on a system by hardware specifications including: 2.67 GHz processor, 4 GB RAM, 500 GB hard drive and Windows 7 operating systems.

VII. RESULTS

Table 1 and Figure 2 present the level of power consumption by the proposed algorithm and supervised learning method at different times and the matrix sizes. The horizontal axis presents the matrix sizes or the number of matrix spaces and the vertical axis indicates the response time (in milliseconds); in this figure the proposed algorithm is prior to the supervised learning method in smaller sizes but in the larger sizes proposed algorithm has better results. According to Table 1 in smaller sizes the response time is lower than the larger sizes and thus less power is consumed.
TABLE I: consumed power in response times (ms) for the proposed algorithm and supervised learning method based on matrix sizes.

<table>
<thead>
<tr>
<th>Matrix size</th>
<th>Proposed algorithm</th>
<th>Supervised learning [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10*20</td>
<td>800000</td>
<td>6000000</td>
</tr>
<tr>
<td>10*30</td>
<td>2150000</td>
<td>12000000</td>
</tr>
<tr>
<td>10*40</td>
<td>4738000</td>
<td>20000000</td>
</tr>
<tr>
<td>10*50</td>
<td>6450000</td>
<td>30000000</td>
</tr>
<tr>
<td>10*60</td>
<td>8600000</td>
<td>40000000</td>
</tr>
<tr>
<td>10*70</td>
<td>10540000</td>
<td>48000000</td>
</tr>
<tr>
<td>10*80</td>
<td>13650000</td>
<td>57000000</td>
</tr>
<tr>
<td>10*90</td>
<td>16412000</td>
<td>65000000</td>
</tr>
<tr>
<td>10*100</td>
<td>19327000</td>
<td>75000000</td>
</tr>
</tbody>
</table>

Fig 2: the consumed power for the proposed algorithm and supervised learning method in different response sizes / SL method/ The proposed algorithm

CONCLUSION

In this paper all matrix elements in different sizes representing the entire program segment and the dependency between code segments were implemented on the parallel processors. The aim of this study was to run the entire matrix in different sizes of program segment by minimum power consumption. Accordingly the loop interchange and combination of genetic and K-means algorithms was used. Since this is a N-P hard problem, using a combination of evolution and clustering algorithms the problem was solved by the proposed algorithm that the results indicate that power consumption is improved.
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