Medical Image Retrieval Based On Ensemble Clustering
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Abstract

With the pervasive availability and application of medical imaging equipment, every day, thousands of digital medical images must be stored in databases of hospitals and other medical facilities. Considering the sheer number of medical images taken every day, organization, classification, and retrieval of these images has become very challenging. One of the typical methods of image retrieval is the use of bag of visual words. In this approach, one of the most common techniques of constructing visual words is the use of K-means clustering. However, performance of K-means clustering largely depends on its initial cluster centers, and given the randomness of cluster center initialization in K-means, those BoW-based methods that utilize basic K-means often show a substandard performance. This paper presents a method to improve the accuracy of content-based medical image retrieval by optimizing the initial cluster centers of K-means by an ensemble clustering approach. In this method, after extracting the local features by SIFT descriptor, K-means clustering with random initialization will be run several times to yield several base clustering, and then a consensus algorithm selects, from among these initial results, the best clustering and more specifically the best visual words in terms of clustering criteria. This technique was tested on a group of standard x-ray images and the results showed that the use of ensemble clustering with MCLA serving as consensus algorithm leads to visual words that are more efficient and accurate than those created with randomly initialized centers.
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1. Introduction

The increasingly prevalent use of large medical image databases and their utility for medical data management, computer assisted diagnosis, research, and medical education and training necessitate the use of efficient content-based medical image search and retrieval systems. Today’s digital medical images have numerous clinical applications and contain valuable information that can help healthcare professionals and other users with different levels of subject knowledge in universities and medical
organizations to meet their information needs. As a result, image retrieval systems can play a vital role in effective use and dissemination of data in the academy and other organizations [1].

With the astonishing progress in information technology and Internet in the recent years, storage and retrieval of information and particularly images has become one of the most active lines of work in regard to multimedia systems [2]. These developments along with growing size of image databases and subjective nature of tagging have made the text indexing increasingly dysfunctional. The efforts to resolve this problem have led to emergence and development of content-based image retrieval (CBIR) systems [3].

Typically, image retrieval systems operate in two stages. In the first stage, visual features of all images stored in the database will be automatically extracted and they will be indexed accordingly. In the second stage, system analyzes a user-provided query image to capture its low-level or visual features and searches for the image whose features are most similar to that query [4].

In response to deficiencies of text-based retrieval, many researchers have shown growing interest to content-based retrieval and developed several models for CBIR systems. The notable deficiencies of text-based retrieval include the time-consuming and costly process of manually annotating tags and keywords to images and subjective nature of tag and keyword assigned or selected by humans [5].

Unlike text-based retrieval, CBIR methods operate based on visual features such as color, texture, edge, shape, position and spatial relations of objects or areas within the image [6]. In recent years, CBIR systems have been developed for applications such as digital libraries, facial and fingerprint recognition, online shopping, trademark search, online search, and online publication, but only a limited number of these systems have been designed and implemented specifically for medical applications. Furthermore, most of the existing medical CBIR systems have been designed for images taken from a specific body member using a specific imaging system and are inapplicable to other images[7,8,9]. Thus, CBIR systems developed for general medical applications are very few in numbers[10,11,12].

In the last decade, the majority of large-scale image retrieval systems have been based on a concept called Bag of Features (BoF), which is mostly inspired by the concept of Bag of Words (BoW) in text mining. In BoF, each image is described as a set of order-less local features. BoW-based image retrieval consists of four main steps: 1- Feature extraction. 2- Construction of visual words: in the learning phase, clustering algorithms will be used to create a visual vocabulary, where the obtained cluster centers will serve as visual words. 3- Image representation and quantization: featured extracted from each image will be assigned to the constructed visual words, and images will be turned into a bag of words. 4- Retrieval: the histogram of query image will be compared with histogram of database images and similar images will be shown in output [14]. As mentioned, in the second step of BoW approach, a clustering algorithm must be used to construct visual words. The clustering algorithm most commonly used to obtain the cluster centers and construct the visual words is the K-means. K-means clustering consists of two phases: 1-initializing k random cluster centers, 2- assigning the features to the nearest center. The most common metric for measuring distance from cluster centers is the Euclidean distance. Once features are assigned to cluster centers, the mean of all features assigned to each particular cluster will be set as the new center of that cluster. This process continues until a new center is created. The quality of final cluster centers and constructed visual words largely depend on the choice of initial cluster centers. In the K-means clustering, initial centers are created randomly, so visual words may be described incorrectly, leading to lower retrieval precision. Also, because of this randomness, different runs of the algorithm with the same inputs may produce different outputs.
In this paper, ensemble clustering and specifically MCLA and HGPA [22] are used to produce optimal visual words and thereby improve clustering performance. The remainder of this paper is organized as follows: In section 2, the principles of ensemble clustering and related algorithms are explained. In section 3, the previous works on this subject are reviewed. In section 4, the proposed solution for medical image retrieval based on intelligent construction of visual words is described. In section 5, the results of tests conducted on the proposed method are presented. And finally, Section 6 concludes the paper.

2. Ensemble Clustering

Let $X = \{X_1, X_2, \ldots X_N\}$ be a set of $N$ data points and let $\Pi = \{\pi_1, \pi_2, \ldots, \pi_M\}$ be a set of $M$ base clustering results, which is referred to as a cluster ensemble. Each base clustering result (called an ensemble member) returns a set of clusters $\pi_i = \{C_1^i, C_2^i, \ldots, C_{k_i}^i\}$ such that $\bigcup_{j=1}^{k_i} C_j^i = X$ where $k_i$ is the number of clusters in the $i$-th clustering. For each $x \in X$, $C(x)$ denotes the cluster label to which the data point $x$ belongs. In the $i$-th clustering, $C(x) = j$ if $x \in C_j^i$. The problem is to find a new partition $\pi^*$ of a data set $X$ that summarizes the information from the cluster ensemble $\Pi$. The general framework of cluster ensembles is shown in Figure 2. Accordingly, multiple input clusterings, known as ensemble members or base clusterings, are intelligently aggregated to form a final data partition. There are two main stages of: (i) generating the cluster ensemble, and (ii) producing the final partition, which is normally referred to as a consensus function.

Base clusters are often produced by rerunning a clustering algorithm such as k-means (with random initialization), using random k-values in an unspecific interval with a set of unique parameters, using diverse subsets of data, or by the use of several different clustering algorithms [22]. Having the ensemble, final partition can be obtained using a wide range of consensus functions. Consensus methods are generally divided into three main categories [22].

![Figure 1: The Basic Process of Cluster Ensembles.](image-url)

2.1 Pairwise similarity algorithm

In general, this method is based on pairwise similarity between data points. More specifically, for the data set $X = \{X_1, X_2, \ldots, X_N\}$, this method first produces the set of clustering results (cluster ensemble) $\Pi = \{\pi_1, \pi_2, \ldots, \pi_M\}$ by obtaining $M$ base clustering for the data set $X$, and then creates, for every member of the ensemble, a $N \times N$ similarity matrix denoted by $S_m$, $m=1,2,\ldots,m$, where each entry
represents the relationship between two data points and equals 1 if both points are assigned to the same cluster, and is zero otherwise.

2.2 Graph-based methods

In this method, ensemble clustering problem is solved with the help of graph representations. Well-known examples of this approach include CSPA, HGPA, MCLA, HBGF.

Cluster-based Similarity Partitioning Algorithm (CSPA) first creates a similarity graph where vertices represent data points and edges’ weights represent the similarity scores obtained from the CO matrix. Then, a partitioning algorithm called METIS is used to partition the similarity graph into K clusters. Hyper Graph Partitioning Algorithm (HGPA) first creates a hyper-graph, where vertices represent data points and hyper edges with equal weights represent clusters in the ensemble. HMETIS technique is then used to partition the graph into K equal parts. MCLA first constructs a graph representing the relation of cluster in the ensemble, where each vertex represents a cluster in the ensemble and each edge’s weight between two vertices is obtained using the binary Jaccard measure. It then uses METIS technique to partition the graph into K clusters.

2.3 Feature-based approach

In this method, ensemble clustering problem is turned into a categorical clustering problem. More specifically, each base clustering is given a label, which is used as a new data point feature. Then, this feature is used to create the final solution.

3. Related Work

Caicedo et al. (2010) developed a multi-feature retrieval scheme, where texture feature were combined and DCM and SIFT descriptors were used to construct feature histogram. They used SVM classifier for image retrieval based on probability of proximity of input image to the cluster. Their results showed that SIFT is less effective in classification than DCT [17]. Wang et al. (2011) presented a BoF-based medical image retrieval scheme, where each image was represented by a set of local features obtained by image segmenting and key points was analyzed by SIFT descriptor. Assuming that local features can be reconstructed by their neighboring visual words, they used a multiple assignment along with a visual word weighting scheme to improve the clustering and retrieval efficiency. In this work, the sub-similarity histogram of visual words was used as the measure of similarity [14].

In the CBIR method proposed by Shakila and Ravindran (2013), the visual content of images is analyzed by BoF-based approach. In this approach, visual features are handled in two main procedures: 1- Finding the dependencies between visual patterns and high-level features, or in other words, finding the most relevant features and clustering with the lowest redundancy 2- automatic image annotation. This method was tested on histology images and was found to have 80% accuracy when utilized alongside neural networks[18]. Vanegas et al. (2014) presented a CBIR method composed of unsupervised feature learning (UFL) and BoF approaches based on classical descriptors such as SURF, SIFT, and DCT. They stated that UFL can be utilized to automatically learn the visual invariance properties of color, scale and rotation. Results of their tests showed that their approach has a better retrieval efficiency than conventional descriptors [19]. Most of the above image retrieval methods are based on BoF approach with k-means clustering used for constructing visual words. But given the randomness of cluster center initialization in k-means clustering, the constructed words may be suboptimal, and this may undermine the image retrieval precision. Thus, in this study, cluster centers are initialized by optimal ensemble clustering to avoid this issue.
4. Proposed Method

Flowchart of the proposed image retrieval method is shown in Figure 2 and steps of this method are described in the following.

Figure 2: Proposed Method.

4.1 Feature extraction

Features are extracted by representing the input image as a set of small segments, and then capturing the local features and key points from these segments by the use of SIFT descriptor [21].

4.2 Construction of visual words

To construct visual words, K-means clustering (with random initialization) is used to obtain several base clusterings, which are then subjected to the ensemble function (here, HGPA and MCLA) to determine the final clustering. Next, centers are calculated by averaging the data points assigned to each cluster and resulting centers are considered as the centers of visual words.
4.3 Assigning features to visual words

In this step, each local feature $x_i$ of the image $X$ is assigned to the nearest visual word $V_k$ in the vocabulary. Thus, image $X$ is represented by the local features $\{(x_i, a_i)\}$ where $a_i$ is calculated as follows:

$$a_i = \arg\min_k (D(V_k, X_i)) \quad (1)$$

In this relationship, $D(V_k, X_i)$ is the distance between code word $V_k$ and feature $X_i$. After normalization of occurrences of visual word with the L1 norm, frequency vector of image $X$ is created in the form of $HX = [h_1^X, h_2^X, ..., h_k^X]$ [1]. In this study, feature assignment is carried out by nearest neighbor approach[14].

4.4 Similarity evaluation

The similarity between histogram of query image and histograms of database images is often measured by criteria such as JSD and HIK. In this study, JSD, which has a good track record as image retrieval criteria, is used for this purpose[14].

5. Results

All steps of the proposed method were coded in MATLAB software, and then all tests were carried out on a laptop (Asus X550L) with 6Gb RAM and Corei7@3.1 GHz CPU. The proposed image retrieval system was evaluated by a set of x-ray images taken from different parts of the body from IRMA dataset. The Image Retrieval in Medical Applications (IRMA) database is a collection of 14,410 x-ray images that have been randomly collected from daily routine work at the Department of Diagnostic Radiology of the RWTH Aachen University. The downsampled images were collected from different ages, genders, view positions, and pathologies [23]. Each image in the dataset has an IRMA code. According to these codes, 193 classes are defined. In this study, 1409 of these images including six classes of spine, chest, breast, limbs, abdomen and skull were used for testing.

In the course of test, SIFT feature extraction method was used to capture 140900 features from images, and each key point was represented by a 128 dimensional vector. Then, K-means clustering algorithm was run 10 times with random initialization and 376 clusters ($k = \sqrt{140900}$). After obtaining the 10 base clusterings, the outputs of this step were turned into a 10 by 140900 matrix and then fed to the consensus function of MCLA and HGPA. The final clusterings, each containing 9 clusters, were then obtained from these algorithms. Given the high computation time of CSPA, this algorithm was not investigated. Having the optimal clustering, the mean value of members of each cluster (visual words) was considered as the new cluster center, and the resulting centers were used to create the histogram of every image. Features were assigned to visual words by the NN method. System was evaluated by the precision measure, which is known as a reliable criterion for this application. For this purpose, images were randomly selected from classes and precision of the system in retrieval of 5, 10, 15, 20, 30, 40, 50 and 100 images was measured with MCLA and HGPA used as ensemble algorithm and also without these algorithms (based directly on randomly initialized centers of K-means).

$$\text{Precision} = \frac{\text{Number of relevant Images retrieved}}{\text{Total number of Images retrieved}}$$
**Table 1:** Retrieval Precisions Using MCLA Algorithm For Ensemble Clustering.

<table>
<thead>
<tr>
<th>class</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>spine</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.87</td>
<td>0.74</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>breast</td>
<td>0.8</td>
<td>0.53</td>
<td>0.5</td>
<td>0.43</td>
<td>0.4</td>
<td>0.32</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>chest</td>
<td>0.8</td>
<td>0.9</td>
<td>0.86</td>
<td>0.9</td>
<td>0.93</td>
<td>0.9</td>
<td>0.92</td>
<td>0.86</td>
</tr>
<tr>
<td>limbs</td>
<td>1</td>
<td>0.9</td>
<td>0.73</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.48</td>
<td>0.37</td>
</tr>
<tr>
<td>abdomen</td>
<td>1</td>
<td>1</td>
<td>0.85</td>
<td>0.83</td>
<td>0.8</td>
<td>0.78</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>skull</td>
<td>0.8</td>
<td>0.9</td>
<td>0.86</td>
<td>0.85</td>
<td>0.9</td>
<td>0.9</td>
<td>0.86</td>
<td>0.73</td>
</tr>
</tbody>
</table>

**Table 2:** Retrieval Precisions Using HGPA Algorithm For Ensemble Clustering.

<table>
<thead>
<tr>
<th>class</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>spine</td>
<td>0.8</td>
<td>0.5</td>
<td>0.33</td>
<td>0.3</td>
<td>0.26</td>
<td>0.25</td>
<td>0.22</td>
<td>0.17</td>
</tr>
<tr>
<td>breast</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.15</td>
<td>0.13</td>
<td>0.125</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>chest</td>
<td>0.4</td>
<td>0.2</td>
<td>0.13</td>
<td>0.15</td>
<td>0.16</td>
<td>0.125</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>limbs</td>
<td>0.4</td>
<td>0.4</td>
<td>0.33</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>abdomen</td>
<td>0.8</td>
<td>0.9</td>
<td>0.86</td>
<td>0.85</td>
<td>0.73</td>
<td>0.7</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>skull</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.86</td>
<td>0.68</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3:** Retrieval Precisions Using K-means And Without Ensemble Clustering.

<table>
<thead>
<tr>
<th>class</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>spine</td>
<td>1</td>
<td>1</td>
<td>0.93</td>
<td>0.75</td>
<td>0.56</td>
<td>0.45</td>
<td>0.36</td>
<td>0.18</td>
</tr>
<tr>
<td>breast</td>
<td>0.8</td>
<td>0.5</td>
<td>0.33</td>
<td>0.3</td>
<td>0.26</td>
<td>0.25</td>
<td>0.22</td>
<td>0.17</td>
</tr>
<tr>
<td>chest</td>
<td>0.6</td>
<td>0.4</td>
<td>0.53</td>
<td>0.5</td>
<td>0.53</td>
<td>0.5</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>limbs</td>
<td>0.8</td>
<td>0.7</td>
<td>0.66</td>
<td>0.6</td>
<td>0.5</td>
<td>0.45</td>
<td>0.44</td>
<td>0.34</td>
</tr>
</tbody>
</table>
As the results show, for all six classes, image retrieval precision achieved with MCLA used as consensus algorithm is better than the precision achieved with HGPA and without ensemble clustering (with random centers). The results also show that using random centers is more efficient than the use of HGPA as consensus algorithm. It was also found that with MCLA, images with easiest retrieval are those taken from the chest, abdomen and skull, and images with most difficult retrieval are those taken from the chest. Images of the breast were also the most difficult to retrieve when using the HGPA or random centers.
6. Conclusion

Image retrieval based on the bag of visual words is one of the most widely used image retrieval methods. In this method, visual words are constructed by the popular k-means clustering, where cluster centers are initialized randomly. Thus, different runs of k-means clustering on the same inputs may produce different outputs, and this may undermine the retrieval precision. This study examined the possibility of medical image retrieval by optimizing the initial cluster centers of k-means by the use of an ensemble clustering approach. As the results showed, precision achieved with MCLA used as ensemble algorithm was better than the precision achieved with randomly initialized cluster centers.
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